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ABSTRACT

Non-speech audio navigation systems can be very effective
mobility aids for persons with either temporary or
permanent vision loss. Sound design has certainly been
shown to be important in such devices [e.g. 1]. In this study
we consider the added factor of capture radius. The capture
radius of an auditory beacon is defined as the range at which
the system considers a user to have reached the waypoint
where the beacon is located. 108 participants successfully
navigated paths through a virtual world using only non-
speech beacon cues. Performance differed across the capture
radius conditions. Further, there was a speed-accuracy
tradeoff, which complicates the design decision process.
Implications of these results for the design of auditory
navigation aids are discussed, as are other ongoing and
future studies.

1. INTRODUCTION

When visual information is not available, either due to
permanent vision loss or to temporary conditions such as
smoke or darkness, the fundamental task of navigating
through our environment can become a major challenge.
Technological solutions involving auditory displays may
be able to assist a wide range of users in the non-visual
navigation task, but there are many unanswered questions
regarding the best ways to present assistive information
through an auditory interface, as well as how to design the
human-system interaction. Walker and Lindsay [1] described
the results of an initial study aimed at determining the best
auditory beacons to be used in audio navigation aids. In the
present paper we provide an update to that initial report,
including expanded data and additional conclusions, and we
discuss new and ongoing investigations in the development
of an effective auditory navigation system.

There are approximately 11.4 million people with vision
loss in the United States. Of this population, ten percent
have no usable vision; and by 2010 these numbers will
nearly double [2]. The prevalence of blindness rises steadily
with age to the extent that nearly two-thirds of people with
vision loss are 65 years of age or older [3, 4]. This rise in the
average age of people with severe visual impairment is the
result of the increase in average age of the general
population, and the increased prevalence of diabetic
retinopathy, macular degeneration and glaucoma in this
country. Just as everyone else, visually impaired
individuals wish to lead an active, independent life which
includes freely moving about the community, running
errands, shopping, working, and taking advantage of the
service and entertainment opportunities in their
environment.

In addition to persons with vision loss, there are whole
classes of persons who have normal vision but for whom
temporary smoke, fog, darkness, fire, or other environmental
conditions prevent them from seeing their immediate
surroundings, and can lead to disorientation and an
inability to navigate from place to place. Firefighters in a
smoke-filled building may not be able to locate the
stairwell; military personnel in darkness or under water may
not be able to reach a particular rendezvous location; police
in the midst of a protest may lose orientation due to thick
tear gas. Also, even when people can see, during some tasks
they may be unable to use vision for navigation since it is
required for another concurrent task. Broadly, then, the
groups of individuals who can benefit from auditory
navigation interfaces can be summarized as those who
cannot see and those who cannot look.

1.1. Prior Investigation

There are several systems that have been developed that use
sound to help persons with vision loss through an
environment. They have typically been designed for persons
with visual impairments One representative system is the
Personal Guidance System (PGS) [5, 6]. The PGS interface
consists of a virtual 3D auditory environment where a
computer creates spatialized speech beacons such that the
perceived location of the beacon is at the place that the
semantic content in the beacon refers (e.g. “Doorway here” as
an auditory beacon).

However, non-speech audio cues are important to
consider because there are several drawbacks to using
exclusively speech sounds. First, speech beacons are harder
to localize in a virtual audio environment than non-speech
beacons [7]. Users also give speech beacons low ratings for
quality and acceptance [7]. Second, the speech-based
interface cannot display a large amount of information, as
two or more speech beacons presented simultancously are
difficult to attend to, given the limited human speech
processing capacity [e.g., 8]. It would also most certainly not
be possible to use the speech-based interface and carry on a
conversation at the same time [e.g., 9]. Third, spoken
messages in such a system are each generally more than a
second long, so the system is often talking. This
inefficiency of speech can result in a cluttered and annoying
listening environment.

As a result of these findings, our own auditory
navigation projects have focused on non-speech audio.
Walker and Lindsay [1] evaluated different beacon sounds
for use in a navigation aid, based on the findings of Tran et
al. [7]. Specifically, Tran et al. studied a number of sounds
(both speech and non-speech) to be used in navigation aids
and concluded that a wide-band, non-speech sound was most
effective. The sonar-like sound they used was indicated as
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the best out of their stimulus set. Walker and Lindsay [1]
determined that a broadband noise beacon was, indeed, the
most effective for their navigation task. In that study,
however, the sonar-like sound was actually the worst
performer. These results parallel the findings of Lokki,
Grohn, Svioja, and Takala [10], in which a (pink) noise
source was found to be more effective than musical
instrument sounds in moving through a virtual world. Thus
it seems that beacon sound does have an effect on
navigation effectiveness, but it is likely the general nature
of the sound (e.g., broadband), and not the specific sound
that should be considered as paramount.

In the course of the work reported by Walker and
Lindsay [1] there were naturally questions that remained to
be explored. In particular, issues were raised about how the
user would actually move from waypoint to waypoint along
a path. In the world of computerized navigation aids each
waypoint is specified by exact x, y, and z coordinates.
However, in the course of moving towards and past one
waypoint, and heading on to the next one, the precise
location of the user might never actually coincide exactly
with the waypoint, despite having passed pretty much right
over it. A computer system might say that the user failed to
traverse the path correctly, since she never technically
arrived at the penny-sized point. A human observer would,
on the other hand, say she was definitely “close enough” to
each of the points. This is the concept of capture radius.
That is, there is a radius around the waypoint that is
considered close enough, so that the next beacon sound can
appear, and the user can carry on down the next path
segment. If the capture radius is too small, the user may
overshoot the waypoint, and may walk past the corner, off
the sidewalk, and into the street. If the capture radius is too
large, the person may be told she has reached the turning
point too soon, and as a result either cut across the grass or
run into a building on the corner. Thus, to keep the person
on the intended path—neither missing the marks nor
turning too soon—an optimal capture radius needs to be
determined. In the work described here we present an update
and extension of the previous study, focusing exclusively
on capture radius as it affects navigation success with an
auditory display.

2. EXPERIMENTAL INVESTIGATION

We set out to study just how precisely the listeners could
maneuver along a path using our audio navigation system,
and how it was affected by varying the capture radius of the
waypoints that defined the path.

2.1. Participants

Undergraduates from the Georgia Institute of Technology
participated for partial course credit. All reported normal or
corrected-to-normal vision and hearing. There were a total of
108 participants (71 male, 37 female; mean age 20.2, range
18 to 30). Note that a small subset of these data were
discussed in [1]. The present data includes data from 69 new
participants, and includes an additional level of the capture
radius factor (the middle capture radius is entirely new,
here).

2.2. Apparatus

As before, our audio navigation studies were conducted
using a virtual reality-based testing environment,
constructed using the Simple Virtual Environments (SVE)

software package developed by the College of Computing at
the Georgia Institute of Technology [11]. The beacon sounds
were played through closed ear headphones. To change
direction participants rotated on the spot where they were
sitting. They used two buttons on a joystick to control
forward and backward movement in the VR environments
(they did not actually walk forward, they were only required
to rotate in place). Their orientation within the environment
was tracked by an Intersense InertiaCube 2 head-mounted
tracking cube attached to the headphones.

Each participant was asked to navigate three different
paths in the VR world. The VR environment in which these
paths (or maps) were located was essentially a large empty
(virtual) room with four plain walls and a simple tiled floor
(recall, there is no need for any visual fidelity, since the
participant only has an auditory interface). In addition to the
starting point, Map 1 had five waypoints and Maps 2 and 3
each had 10 waypoints. The three maps differed simply in
the layout of the waypoints. The visual rendering of the
space, including cubes to mark the waypoints, was available
to the experimenter to monitor a participant’s progress
through the map. The SVE software logged the participant’s
location in the environment (in terms of X, Y, and Z
coordinates), head orientation (angular pitch, yaw, and roll),
and the waypoint she was currently moving towards, every 2
ms.

Even though it is not a focus of the present discussion
(and analyses are collapsed across this variable), it is
important to point out that there were different beacon
sounds involved in the full study design. The participants
were divided into three groups, with each group being
guided through the maps by a different navigation beacon
sound. The beacon sounds for all three groups were 1 s long,
with a center frequency of 1000 Hz and equal loudness. The
sounds differed greatly in timbre, however. The first sound
beacon was a burst of broadband noise centered on 1 kHz.
The second beacon was a pure sine wave with a frequency of
1 kHz. The third beacon sound was a sonar pulse, similar to
the sound that Tran el al. [7] found to be one of the best
sounds for use as a navigation beacon. Thus, each
participant navigated using the same sound throughout
their three maps. At the start of a map the beacon sound
played in an on-off pattern, where the sound was on for 1 s
and off for 1 s of silence. As the listener moved closer to the
next waypoint the silence was shortened to effectively make
the beacon tempo faster. Hence, increasing proximity to the
waypoint was mapped to increasing tempo, which is
consistent with our findings for population stereotypes or
preferred mappings between proximity and tempo [12].

We were primarily interested in examining how precisely
a listener can navigate such an auditory environment with
different capture radii for the waypoints. Thus, within
eachbeacon-sound group, one third of the participants had a
small (50 cm) capture radius, one third had a medium (1.5 m)
capture radius, and the final third had a large (15 m) capture
radius. Thus, the beacon sound and capture radius were
constant throughout the three maps for a given participant.
These different beacon radii were chosen based on the results
of earlier pilot testing. In practice, as a participant reached a
waypoint (or, rather, got close enough to be within the
capture radius), a “success” chime sounded and the beacon
sound moved in space so as to lead the listener towards the
next waypoint in the map. It did not matter from which
direction the user approached a waypoint; simply getting
within the capture radius was sufficient. So if a participant
missed a waypoint, then turned around and came back to the
waypoint, the waypoint could be reached successfully from
the “wrong” side. Of course, this would mean that the person
had moved some extra distance and wasted time, which is
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reflected in the efficiency and rate calculations for that map.
For the large capture radius the participant might actually
not come very close to the real waypoint, given the broad
region that was “close enough”.

2.3. Procedure

Participants were welcomed and the task was explained in
some detail. In particular, the techniques for moving
through the map and the concept of a front-back confusion
were discussed. A brief questionnaire was administered to
gather demographic information and informed consent was
obtained. Once the study began, participants moved through
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Figure 1. Movement traces for participants in Map 2, with
the noise beacon, and all three capture radius conditions.
Note the overall navigation success, and the variability
between conditions.

the three maps one after the other, with a brief rest between
maps. The map order was the same for all participants.
Following completion of the third map, the experimenter
explained the purpose of the study, answered any questions,
and thanked the participant.

3. RESULTS

Clearly there are a number of ways to consider the results of
such a large study with several variables to consider. For the
present paper we will focus only on the findings relevant to
our question of capture radius. Full discussion of the
comprehensive analysis can be found elsewhere [13]. We
first considered the global question of whether participants
would be able to complete the navigation tasks using only
non-speech auditory cues. Figure 1 presents the movement
traces of participants for all three capture radii, when
navigating through the second map, and with the noise
beacon. These particular results are shown because they are
representative and instructive; results for the first and third
maps, and for the other beacon sounds are very similar. The
straight dark solid line between the waypoints represents the
scheduled path, and the other lines in each panel represent
the different paths traveled by the participants. The first
result to note is the relatively successful navigation through
the map by nearly all participants. Not only could
participants complete the maps, they picked up the task very
quickly and with little instruction. Nevertheless, it is
important to note that in some cases there are significant
departures from the scheduled path. Most often these result
from a participant walking just past a waypoint and not
realizing it for some time because the beacon sound is mis-
localized as coming from the front instead of from the rear
(i.e., an overshoot exacerbated by front-back confusion).
This navigation error occurs most often with the smallest
capture radius. In the top panel of Figure 1 (the smallest
capture radius) several of the waypoints have a “star-like”
pattern of movement traces around them. This is the result of
a participant overshooting the waypoint, turning around and
heading back towards it, then overshooting again. This
hunting behavior does not appear nearly as often for the
medium capture radius, and is very rare for the largest
capture radius.

The second result to note is the difference between the
general movement patterns in the different capture radius
conditions. In the smallest capture radius condition the
participants stick very close to the scheduled path, and pass
precisely over the waypoints enroute. There is a sort of
“pinch point” at each waypoint that is very small for the
small radius (naturally). In the larger two capture radius
conditions the pinch point is more relaxed, and if a person
strays off the scheduled path, he or she need not come
exactly back to the path in order to carry on—the capture
radius allows some flexibility (or “slop”, depending on
one’s perspective) in the path. For the medium radius the
participants seem to move off the path in some cases, but
still come back to the waypoint.

Finally, in the largest capture radius condition, the
participants often never even reach the actual waypoint.
They come close enough for the capture radius to be
satisfied, but their overall path is actually quite different,
geometrically, from the scheduled path. The turning angles
are often considerably more or less acute than the angles in
the path they were supposed to travel. Certainly the severity
of this depends on the context and the reasons for which the
person is traversing the path. For practical purposes, the
medium capture radius has a compromise between relatively
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Figure 2. Effect of capture radius on completion rate and efficiency. The main effect indicates the equivalent of a speed
(rate) — accuracy (efficiency) tradeoff in performance.

little overshooting and hunting, and relatively close
passage by the waypoints.

At this point we turned to a more quantitative analysis
of the rate of completion and the path length efficiency in
the various conditions. We analyzed the data using a mixed
factors multivariate analysis of variance (MANOVA). The
between-subjects factors were the beacon sound used and the
capture radius. The within-subjects factor was map number.
The dependent measures being recorded for each map were
the participant’s overall completion rate (time through the
map divided by map length) and their navigation efficiency
(total distance traveled divided by scheduled map length).
We define the scheduled map length as the sum of the
lengths of the shortest-distance path segments. That is, if a
person moved directly from waypoint to waypoint to
waypoint in a map, she would travel a distance equal to the
scheduled length. Since participants typically veered off the
shortest path somewhat and in some cases overshot the
waypoints, the actual distance the participants traveled was
usually (but not always) longer than the scheduled map
length. The “extra” distance they traveled can be considered
as wasted time and effort, and we predicted that comparing
the distance the person was supposed to travel to the
distance they actually followed would be a useful metric of
the movement efficiency afforded by the different beacon
sounds and capture radii. This efficiency metric can also be
viewed as an indicator of how effective the map might be in
guiding a visually impaired person along a specific path
(e.g., along a sidewalk). With this in mind, deviation from
the path could potentially be very dangerous if there were
environmental hazards near the path (e.g. roads, a ditch, etc.).
Thus, a priori we assumed an optimal efficiency score would
be 100 percent, indicating that for the most part the
participant stayed very close to the scheduled map route. In
the multivariate analyses we used Wilks’ Lambda to
determine F values, and throughout all analyses we set an
alpha level of .05.

In terms of capture radius, the MANOVA on the
combined dependent variables revealed a significant effect
of the capture radius being employed, F(4, 196) = 63.67, p <
.001, Wilks’ Lambda = .19. This significant multivariate
effect led us to seek further clarification in the results for the
two dependent variables considered separately.

There was a main effect of capture radius on both rate,
F(2,99)=29.07, p <.001, and efficiency, F(2, 99) = 24.16, p
< .001. These results are presented in Figure 2. In the case of
rate (Figure 2, left panel), overall the largest capture radius
(15 m) yielded the fastest completion rate (1.44), the

medium capture radius (1.5 m) led to the slowest rate (0.75),
and the smallest capture radius (0.5 m) led to an intermediate
rate (1.08). In the case of efficiency, however, the results are
quite different (see Figure 2, right panel). The largest capture
radius led to a moderate efficiency (88.1%), while the
medium capture radius led to the greatest efficiency
(105.8%), and the smallest radius led to the lowest efficiency
(72.5%). Note that efficiency can be greater than 100% since
the implementation of a capture radius makes it possible to
traverse a path that is actually shorter than the scheduled
map length. Taken together, these two results for rate and
efficiency are analogous to a speed-accuracy tradeoff. For
example, in the case of the medium capture radius the
participants were slow but very efficient. Participants using
the large capture radius were fast but inefficient. That is, they
spent less time orienting themselves to the beacon sounds,
and subsequently traversed a longer path than necessary.
However, the large capture radius was very “forgiving”, and
as a result they were still able to complete the maps quickly.
The importance of these various strategies will be discussed
shortly.

4. DISCUSSION

There are several important ideas to be drawn from the
results presented here. The first and most important is that
the non-speech auditory interface can definitely be used for
successful navigation. Participants were able to follow the
paths in the virtual environment using only the spatialized
beacon sounds. Their ability to do so is well illustrated by
the traces in Figure 1. Even in the least effective cases,
participants strayed relatively little from the path
designated by the beacons. This successful performance
amongst almost all individuals is a good indicator that the
interface can be successful. This is important since the
likelihood of simultaneous conversation, use of radio or
mobile telephone, or other speech communication points to
the need for a non-speech navigation system. In the few
cases where a participant’s path did deviate significantly
from the beacon path, it was most often due to overshooting
a beacon by passing just outside its capture radius. Once
that happened the participant might have experienced front
back confusion and did not turn around to find the beacon
because it still sounded as if it was ahead of them. This can
lead to a dramatic departure from the planned route, so it
must not be dismissed. In debriefing participants it seems
clear that some listeners just do not seem to “get” the
interface, and never really navigate very well. It may be
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important to isolate what leads to such confusion with the
navigation cues. However, we should be clear that these
instances are quite rare, in our experience. Most people pick
up the task immediately, show good performance from the
start, and improvements with practice. We have considered
that the overshoot likelihood is exacerbated by the smaller
capture radius. Thus, given that some participants will miss
the target waypoint sometimes, we have considered a number
of ways to make passing by the waypoint more salient.
Studies of a variety of waypoint passing and front-back
disambiguation methods are currently underway and will be
reported separately.

Next, the effect of capture radius on performance found
here appears to be more practically significant than that of
beacon sound. Tran et al. [7] investigated the effectiveness
of various types of beacon sounds, but did not consider
other potentially important factors. Capture radius was also
not a main focus of Walker and Lindsay [1]. The results of
the present study provide evidence that while sound design
should certainly be considered and evaluated carefully, there
are additional critical aspects.

Finally, this study also highlights the difference
between theoretical and real world considerations. Since for
our application we are primarily designing for visually
impaired individuals, safety (or remaining on the path) is a
paramount concern. There is an obvious speed-accuracy
tradeoff occurring between rate and efficiency for different
capture radii. Given that fact, and given our primary concern
for accuracy, we would first look at the capture radius that
led to the best efficiency, and then consider other factors
that may affect rate as the situation permits. In a real world
application it does not matter if a person using this type of
system to navigate down the sidewalk does not move quite
as quickly, so long as he or she can manage to remain on the
sidewalk throughout the path. Thus, as is often the case, a
true human-centered approach must be taken in order to
avoid “optimizing” the system at the expense of the user.

Of course, the development of a non-speech auditory
interface of this type remains a work in progress. Since such
an interface is novel for all users, in addition to the general
effects of interface design elements we are beginning to
study the effectiveness of different training methods on
performance. This includes an evaluation of the basic
learnability of different interface sounds and the most
effective types of training. Further, it is not clear whether
there are individual differences in the perception,
understanding, and learning of auditory displays (speech or
non-speech), nor how one might predict performance with
such a system. Also, to our knowledge, none of the speech-
based navigation systems to date involves context- or task-
dependent adjustments to the information that is presented.
The needs of the listener, within her present acoustical and
functional environment, must be factored in so the interface
can adapt appropriately. For example, if a user is on target to
a waypoint 30 meters down a straight hall, with no obstacles
in the way, then the system should stay relatively quiet and
let the person use the mobility skills she already has.
Approaching the target, the system can gracefully chime in
again. A related issue is communicating to the listener the
degree of certainty about location, orientation, and items in
the surroundings. Knowing that there is some uncertainty in
the location (perhaps due to relying solely on GPS) is
important for the user in order to adjust attention and other
movement techniques. In the present virtual reality-based
tests of the interface, the exact location is known, and the
listener need not rely on any other sensory input for
guidance. Certainly, it will be interesting to see the
similarities and differences in effectiveness of the interface
when used in an actual movement situation (i.e., not in the

VR environment). As the result of pilot studies and our own
experience with the outdoor version of our system (which
uses a wearable computer), we are confident that the
localization of the beacons and the interaction with the
system remains similar, and the overall navigation remains
robust. We do, however, see some differences in the actual
movement style that the users employ. For example, we have
noticed that outdoors users tend to walk a little bit more
slowly than without the system. However, this effect
diminishes with continued usage and increased confidence.
Similarly in the virtual environment, participants tend to
engage in a type of stop and go pattern of motion that is not
necessarily typical of normal movement. Once again this
lessens as familiarity with the system increases. Also, it
remains to be studied how effectively a user can navigate
with an auditory wayfinding system, while at the same time
completing other cognitive tasks such as decision making
and planning. This multitask proficiency will be important
for success of any system aimed at assisting in navigation.
Finally, and perhaps most importantly, we are presently
conducting several of these listening and navigation studies
with low vision and blind participants. Clearly this is a
crucial group for comparison with the results reported thus
far. As Walker and Lane [14] observed, there are many
similarities, but often notable differences in the way
participants with visual impairments react and respond to
what they hear. This is especially true when it comes to
navigation without vision. Preliminary results of these
studies seem to indicate that severely visually impaired and
blind users, including elderly individuals, are able to use
the system at or near the same proficiency level as the
sighted undergraduates if they are given sufficient training
and practice.

In summary, we have shown the effectiveness of non-
speech auditory beacons in guiding a listener along a path,
and have highlighted the importance of considering both
sound design and other interaction aspects such as capture
radius that affect the performance of users in an auditory-
only navigation task. Current and future additional studies
involving both sighted and visually impaired participants,
are also considered.
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